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Background

The goal to provide patients with accurate prognosis has
motivated the development of prediction models across
different diseases. In renal cell carcinoma (RCC), various
prognostic models have been published to guide patient
care and facilitate selection into clinical trials, such as
the University of California Los Angeles Integrated Scor-
ing System (UISS) [1] to predict overall survival, and the
Leibovich model [2] to predict disease-free survival.

Recently, Klatte et al. [3] developed the VENUSS
model to predict outcomes following curative surgery
for non-metastatic RCC. Unlike the UISS and Leibovich
models, the VENUSS model predicts recurrence among
papillary RCC, and appropriately utilized a competing
risk approach [4] to account for competing events (e.g.,
deaths without recurrence) in the analyses. The final
multivariable model was converted into a simplified
scoring algorithm, and then, based on cumulative inci-
dence of recurrence, further categorized into low, inter-
mediate and high-risk groups. The authors then
evaluated the predictive performance of the risk groups:
after estimating a new model based on dummy variables
for each risk group, multiple predictive performance
metrics (c-index, calibration plots, decision curve ana-
lysis) were assessed. The authors concluded that the
VENUSS model may be superior to standard models.

In their study, Klatte et al. [3] demonstrated the clin-
ical importance of VENUSS risk groups to define eligi-
bility in clinical trials. However, when assessing
individual patient risks, we argue that the perceived
benefit of a user-friendly risk-grouping approach is out-
weighed by the loss of precision in risk estimation, par-
ticularly in the era of personalized medicine.
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Risk-grouping provides a qualitative assessment of
prognosis by identifying patients at different risk levels
for an event of interest. Risk-grouping can also provide a
crude estimate of risk using simple back-of-the-envelope
calculations, and have thus gained popularity in clinical
practice. In the VENUSS model [3], simplified risk
scores (0—11 points) are first derived by summing inte-
ger points assigned to each level of five clinical charac-
teristics found to be associated with recurrence. Based
on cumulative incidence of recurrence curves, the au-
thors then grouped the scores to define low (0-2 points),
intermediate (3-5 points) and high (26 points) risk
groups, corresponding to 5-year cumulative incidence of
recurrence of 2.9, 154 and 54.5%, respectively. Physi-
cians can thus utilize VENUSS risk groups for prognos-
tic stratification in adjuvant trials.

Risk-grouping leads to loss of information

Categorizing predictions into risk groups implies that
the risks (or probabilities) are identical for all individuals
within each group, resulting in the loss of granularity in
risk estimates. For example, the 5-year cumulative inci-
dence of recurrence in the ‘intermediate risk’ group may
range between 10 and 25%, depending on VENUSS
scores of 3, 4, or 5 [3]. This crude grouping results in a
loss of information crucial for individualized disease
management [4].

Precise risk estimation can guide personalized treatment

A clear benefit to prediction models is that patient-
specific risk predictions can be directly obtained to guide
patient care. Informed treatment decision-making requires
the understanding of a patient’s ‘threshold probability’ —
the critical point at which the expected benefit of the
treatment equals the expected benefit of avoiding the
treatment — and above which would prompt a patient to
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opt for adjuvant treatments. A cancer-averse patient may
opt for adjuvant treatment at a predicted 5-year recur-
rence rate of 5%, whereas a treatment-averse patient may
only do so when the risk of recurrence is above 35%.
Using a decision curve, physicians can demonstrate the
net benefit of receiving adjuvant treatment at various
threshold probabilities [5].

The VENUSS study [3] presented multiple decision
curves, but their utility in providing patient-specific risks
is limited because such risk-grouping de-emphasizes the
variability in threshold probabilities. The three prede-
fined risk groups produced exactly three discrete points
instead of a continuous curve reflecting a range of po-
tential threshold probabilities. Consider a scenario in
which a patient contemplates whether to undergo adju-
vant treatment, where an applicable threshold probabil-
ity for that decision ranges between 10 and 20% for the
outcome of recurrence at 5years: all patients in the
VENUSS intermediate risk group (group-based risk of
15.4% at 5 years) would have been recommended for ad-
juvant treatment. However, depending on where they fall
within the risk group, patients may have made a differ-
ent decision if they were provided with a specific recur-
rence probability at a landmark time instead of the
VENUSS group. Thus, the precision of risk predictions
enhances the shared decision-making process between
patients and physicians to incorporate individual risk
tolerance.

Generating precise risk estimates in the modern era
Instead of risk groups, the predicted probability of recur-
rence at a clinically relevant timepoint should be utilized
for individualized patient care. The latter is more accurate,
and can be derived directly from the prediction models.
Previously, simplified scoring algorithms were favored be-
cause it was tedious and complicated to estimate precise
outcome probabilities for time-to-event outcomes. This
challenge has now been overcome by technology: predic-
tion models can be translated into nomograms for publi-
cation [6], or transformed into web-based calculators [7].
By inputting specific patient characteristics, these open-
access prediction tools can provide patient-specific predic-
tions of cancer outcomes across different diseases, such as
the 5-year recurrence-free probability following surgery
for RCC [7].

Summary and recommendations

The current VENUSS risk grouping is valuable to define
cohorts for clinical studies; however, to use VENUSS in
the context of estimating patient-specific risk, the fol-
lowing recommendations must be considered. First, fol-
lowing the TRIPOD guidelines [8], the VENUSS study
should provide adequate detail (cumulative baseline haz-
ards, nomograms or web-based calculators) to allow
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calculations of patient-specific risks rather than only
group-based risks. Second, any simplification of a devel-
oped prediction model is susceptible to some loss of pre-
dictive accuracy because of rounding [9]: we recommend
formal validation of the VENUSS model using original
model regression coefficients and thorough reporting of
the predictive performance metrics before and after sim-
plification of the scoring system [8, 10]. Third, compari-
sons with other RCC models must be conducted on the
basis of validating the original model coefficients rather
than risk groups. Addressing these recommendations
would establish the validity of the VENUSS model for
patient-specific risk estimation.

Acknowledgments
Not applicable.

Authors’ contributions

KST and MA contributed equally to this commentary. Both authors were
involved in the development and writing of this manuscript and approved
the final version of the manuscript.

Funding

This work was funded by the National Cancer Institute, grant number P30
CA008748. The funder played no role in the development or writing of this
manuscript.

Availability of data and materials
Not applicable.

Ethics approval and consent to participate
Not applicable.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Received: 19 December 2019 Accepted: 19 December 2019
Published online: 03 February 2020

References

1. Zisman A, Pantuck AJ, Dorey F, Chao DH, Gitlitz BJ, Moldawer N, et al.
Mathematical model to predict individual survival for patients with renal cell
carcinoma. J Clin Oncol. 2002;20:1368-74.

2. Leibovich BC, Lohse CM, Cheville JC, Zaid HB, Boorjian SA, Frank |, et al.
Predicting oncologic outcomes in renal cell carcinoma after surgery. Eur
Urol. 2018;73:772-80.

3. Klatte T, Gallagher KM, Afferi L, Volpe A, Kroeger N, Ribback S, et al. The
VENUSS prognostic model to predict disease recurrence following surgery
for non-metastatic papillary renal cell carcinoma: development and
evaluation using the ASSURE prospective clinical trial cohort. BMC Med.
2019;17:182.

4. Harrell FE Jr. Regression modeling strategies: with applications to linear
models, logistic and ordinal regression, and survival analysis. New York:
Springer; 2015.

5. Vickers AJ, Cronin AM, Elkin EB, Gonen M. Extensions to decision curve
analysis, a novel method for evaluating diagnostic tests, prediction models
and molecular markers. BMC Med Inform Decis Mak. 2008:8:53.

6. Harrell FE, Jr. rms: Regression Modeling Strategies. R package version 5.1-3.
1. 2019. https//CRAN.R-project.org/package=rms. Accessed 05 Nov 2019.

7. Memorial Sloan Kettering Cancer Center. Prediction tools/kidney cancer
nomograms. Risk of recurrence following surgery. 2019. https.//www.mskcc.
org/nomograms/renal/post_op. Accessed 05 Nov 2019.


https://cran.r-project.org/package=rms
https://www.mskcc.org/nomograms/renal/post_op
https://www.mskcc.org/nomograms/renal/post_op

Tan and Assel BMC Medicine (2020) 18:10 Page 3 of 3

8. Collins GS, Reitsma JB, Altman DG, Moons KG. Transparent reporting of a
multivariable prediction model for individual prognosis or diagnosis
(TRIPOD): the TRIPOD statement. BMC Med. 2015;13:1.

9. Cole TJ, Algorithm AS. 281: scaling and rounding regression coefficients to
integers. J R Stat Soc C Appl. 1993;42:261-8.

10.  Wolbers M, Koller MT, Witteman JC, Steyerberg EW. Prognostic models with
competing risks: methods and application to coronary risk prediction.
Epidemiology. 2009,20:555-61.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Ready to submit your research? Choose BMC and benefit from:

e fast, convenient online submission

o thorough peer review by experienced researchers in your field

 rapid publication on acceptance

o support for research data, including large and complex data types

e gold Open Access which fosters wider collaboration and increased citations
e maximum visibility for your research: over 100M website views per year

At BMC, research is always in progress.

Learn more biomedcentral.com/submissions k BMC




	Background
	Risk-grouping leads to loss of information
	Precise risk estimation can guide personalized treatment
	Generating precise risk estimates in the modern era

	Summary and recommendations
	Acknowledgments
	Authors’ contributions
	Funding
	Availability of data and materials
	Ethics approval and consent to participate
	Consent for publication
	Competing interests
	References
	Publisher’s Note

